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Abstract. This paper proposes a range of probabilistic models of local
expertise based on geo-tagged social network streams. We assume that
frequent visits result in greater familiarity with the location in ques-
tion. To capture this notion, we rely on spatio-temporal information
from users’ online check-in profiles. We evaluate the proposed models
on a large-scale sample of geo-tagged and manually annotated Twitter
streams. Our experiments show that the proposed methods outperform
both intuitive baselines as well as established models such as the iterative
inference scheme.
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1 Introduction

When visiting unfamiliar cities for the first time, visitors are confronted with a
number of challenges related to finding the right spots to go, sights to see or even
the most appropriate range of cuisine to sample. While residents quite naturally
familiarize themselves with their surroundings, strangers often face difficulties in
efficiently selecting the best location to suit their preferences. We refer to such
location-specific, and frequently sought-after [11], knowledge as local expertise.

Local expertise can be acquired with the help of online resources such as
review sites (e.g., yelp.com or tripadvisor.com) that rely on both paid profes-
sionals as well as user recommendations. General-purpose Web search engines,
especially in the form of entertainment or food verticals, provide valuable infor-
mation. However, these services merely return basic information and results are
not specifically tailored to the individual. Ideally, a more effective way of solving
this task would be to ask someone who is local and/or has the knowledge about
the area in question. Seeking out this kind of people is an example of expert
retrieval, and, more specifically, of local expert retrieval.

Location-based social networks allow users to post messages and document
their whereabouts. When a user checks in at a given location, the action of
check-in is not merely a user-place tuple. The physical attendance at the loca-
tion also suggests that the user, at least to some extent, gets familiar with the
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location and its environment. The more frequently such evidence is observed, the
more accurate our insights into the user’s interests and expertise become. This
paper introduces two novel contributions over the state of the art in local expert
retrieval. (1) We propose a range of probabilistic models for estimating users’
local expertise on the basis of geo-tagged social network streams. (2) In a large-
scale evaluation effort, we demonstrate the merit of the methods on real-world
data sampled from the popular microblogging service Twitter.

The remainder of this paper is structured as follows: Sect. 2 gives an overview
of local expert retrieval methods as well as social question answering platforms.
Section 3 derives a range of probabilistic models for local expert retrieval that are
being evaluated on a concrete retrieval task in Sect. 4. Finally, Sect. 5 concludes
with a brief discussion of our main findings as well as an outlook on future work.

2 Related Work

The task of expertise retrieval has first been addressed in the domain of enter-
prises managing and optimizing human resources (detailed in [1,17]). Early
expertise retrieval systems required experts to manually fill out questionnaires
about their areas of expertise to create the so-called expert profiles. Later, auto-
mated systems were employed for building and updating such profiles and prob-
abilistic models were introduced for estimating a candidate’s expertise based on
the documents they authored, e.g., [1,4,6,7,15]. These works inspire us to use
probabilistic models for estimating local expertise. Since location information
is not always presented in textual format, we approach the problem by build-
ing models based on candidates’ check-in profiles. Li et al. [11] proposed the
problem of local expert retrieval (using the term “geo-expertise”) and investi-
gated the main intuitions that could naturally support an automatic approach
which considers user check-in profiles as evidence of having knowledge regarding
locations they had visited. A preliminary empirical evaluation demonstrated its
feasibility using three heuristic methods for automating local expert retrieval,
however, without giving a formal derivation that would underline the soundness
of these methods. In this paper, we follow up upon this line of research and
investigate the probabilistic reasoning behind the methods proposed in the pre-
vious work. Cheng et al. [5] also proposed finding local experts as a retrieval
problem, for which they combined models of local and topical authority to rank
candidates based on data collected from Twitter. The authors rely on textual
queries accompanied by a location to specify spatial constraints. In our setting,
queries are phrased in terms of locations. This can for example be either a spe-
cific restaurant or a type of restaurants to which users are interested in paying
a visit. The main difference between this study and the aforementioned one is
that we focus on evidence of location knowledge in geo-spatial movement pro-
files while Cheng et al. introduce location constraints in text-based expertise
retrieval.
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Another domain closely related to expertise retrieval is found in the con-
text of community question answering (CQA) platforms, such as Quora (http://
www.quora.com), Stackoverflow (http://stackoverflow.com), or, Yahoo Answers
(https://answers.yahoo.com). These services rely on routing questions to the
most suitable potential answerers. These platforms also provide researchers with
an opportunity to access large-scale topical expertise profiles. In particular, they
provide data that can be used directly for evaluation, i.e., whether the top-ranked
candidates give satisfactory answers to the questions they have been retrieved
for. Based on this kind of data, Liu et al. [13] proposed to use language models to
profile candidates, Zhang et al. [18] used heuristic features from asker-answerer
networks to rank candidates, and Horowitz et al. [9] relied on probabilistic mod-
els similar to Balog et al. [1] in their social search engine Aardvark. Aardvark is
a CQA-platform-based instant messaging system including a location-sensitive
classifier to decide whether a given question requires local expertise. Although
the providers do not detail the algorithm of their classifier [9], their paper gives
examples rendering the problem as a place entity recognition task. Studies based
on CQA data focus on textual and social network features but do not currently
explore candidates’ movement history. We consider this type of information a
crucial factor in local expert retrieval tasks, i.e., modelling candidate’s knowl-
edge about locations.

There are several domain-specific studies of user expertise modelling. Bar-
Haim et al. [3] aimed to identify stock experts on Twitter by testing candidates’
predictions of stock prices (e.g., buying or selling a stock at the right time) in
their tweets. Whiting et al. [16] suggested using changes of Wikipedia pages as
evidence for developing events. The authors retrieved tweets containing relevant
terms and considered the authors of these tweets to be influencers for this topic.
In a closely related effort, Bao et al. [2] proposed a method to finding local experts
for location categories. They applied a hyperlink inference topic search algorithm
on the user-location matrix. We have included their method as a performance
baseline in this study.

3 Models of Local Expertise

In this paper, we define local expertise as knowledge regarding given (categories
of) places of interest (POI). The POI information and POI categories are pro-
vided respectively by Twitter and Foursquare via their APIs. Consequently, a
topic in local expert retrieval can be either a specific POI or a category of POIs
within a geographical scope, e.g., the [Blue Ribbon Fried Chicken] in New York
or [Chinese Restaurants] in Los Angeles. The former is referred to as POI top-
ics, which describe knowledge regarding a single location, such as opening times,
or admittance fees. The latter is referred to as category topics, which describe
knowledge regarding all locations in a specific category, such as different themes
or decoration of locations in the category. High-ranking candidates should be able
to answer questions about the locations or the category of locations in the topic.
For simplicity, both types of topics are also referred to as locations in the rest
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of paper. In [11], check-ins are considered to be links between candidates’ visits
to a location and knowledge they may have about the location. They proposed
three methods characterizing check-in profiles in three different aspects, i.e., vis-
iting frequency, diversity and recency. While the previous work captured these
notions in a heuristic manner, the following sections pursue a formal derivation
of these empirically proven notions. That is we develop a probabilistic model for
each of these heuristic methods.

3.1 Within-Topic Activity (WTA)

The first approach we propose considers only the candidates’ check-in frequency.
This method focuses on knowledge about a single location or a single type of loca-
tions. We take a co-occurrence modelling approach, inspired by expert finding
via text documents [6]. To be specific, we rank a candidate u by their proba-
bility of having local expertise in a given topic q, i.e., P (u|q). We estimate the
conditional probability by aggregating over the user’s check-ins at all locations
(l), that is

P (u|q) =
∑

l

P (u|l, q)P (l|q).

Assuming conditional independence of the candidate u and the query topic q
given the location l, i.e., P (u|l, q) = P (u|l), we obtain

P (u|q) =
∑

l

P (u|l)P (l|q).

As for P (u|l), we apply Bayes’ Rule which gives

P (u|l) ∝ P (l|u)P (u)

where we assume a uniform prior for P (l).
Putting these together, we obtain

P (u|q) rank====
∑

l

P (l|q)P (l|u)P (u). (1)

P (u) is the query-independent confidence in the user model estimated by the
number of check-ins observed for this user, i.e.,

P (u) =
Nu

N

where Nu and N , respectively, are the number of check-ins posted by candidate
u and the overall number of check-ins. Intuitively, the more data is available for
a given user, the more we trust the model built from his/her check-in profiles to
be accurate. The conditional probability P (l|q) captures the user’s query intent,
i.e., the possible range of locations users may be interested in. In our setting of
local expertise, the query is actually a location or a type of locations. The final
conditional probability can be estimated by
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P (l|q) =

{
1

|Lq| if l ∈ Lq,

0 otherwise,

where Lq is the set of locations matching the query. To estimate P (l|u), we use

P (l|u) =
Nl,u

Nu
,

where Nl,u is the number of check-ins candidate u made at location l. The scoring
function can be derived from simplifying Eq. 1, that is

Sn(u, q) =
1

|Lq| · N

∑

l∈Lq

Nl,u
rank====

∑

l∈Lq

Nl,u.

Intuitively, the more check-ins a candidate has at the queried location(s) in Lq,
the more likely they are to be interested in those locations and knows about
them.

3.2 Within-Topic Diversity (WTD)

Our second method uses the language model referred to as Model 1 in [1], that
is

P (θu|q) ∝ P (q|θu)P (θu).

where θu is a language model of a candidate based on his/her check-in profile. To
estimate P (q|θu), we assume independence between individual locations. That
is

P (q|θu) =
∏

l∈Lq

P (l|θu) =
∏

l∈Lq

Nl,u

Nu
. (2)

For the prior P (θu), we use

P (u) =
N

|Lq|
u

∑
u′∈U N

|Lq|
u′

,

so it will simplify the scoring function, that is

P (q|u) =
N

|Lq|
u

∑
u′∈U N

|Lq|
u′

∏

l∈Lq

Nl,u

Nu
.

By applying the logarithm (to avoid underflow in computation), we obtain

Sd(u, q) = log
1

∑
u′∈U N

|Lq|
u′

+
∑

l∈Lq

log Nl,u
rank====

∑

l∈Lq

log Nl,u.

The following smoothing function is used to differentiate the profiles containing
visits to different numbers of locations but each location has been visited only
once.

Sd(u, q) =
∑

l∈Lq

log(Nl,u + 1).
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The above scoring function indicates that check-ins at multiple distinct loca-
tions (within the queried location set) should increase the score more than
repeatedly checking in at the same location. This means that a candidate will
gain a high local expertise rating if he/she makes check-ins at a variety of rele-
vant locations. This fits the intuition that candidates with experience at a vari-
ety of locations may know more about the essence of the topic rather than mere
specifics of a single place within that category. For example, if we seek advice
about Italian restaurants, individuals who have been to many Italian restaurants
in town will be more suitable candidates than those who have been to the same
restaurant a lot.

The prior P (u) is selected for the scoring function so that the candidate-
dependent denominator in the conditional probability P (l|u) will be cancelled
when combined with the prior. This accounts for the fact that language models
represent users’ topical focus rather than their knowledge, i.e., they are biased
towards shorter profiles, when two profiles have the same amount of relevant
check-ins. Since check-ins are positive evidence of candidates knowing about a
location, additionally knowing about other types of locations should not nega-
tively affect the local expertise score. For example, if a candidate has visited two
place categories A and B each for n times while another candidate only has been
to A for n times, it is not reasonable to assume that the latter candidate should
have more knowledge about A than the former candidate, even if the latter has
focused on A more.

3.3 Within-Topic Recency (WTR)

Experts are humans and as such they rely on their memories to support their
expertise. Therefore, we should take into account the fact that (1) people forget
the knowledge they once gained and have not refreshed for a while, and (2) the
world is changing as time goes by, e.g., restaurants may have new chefs, and old
buildings may have been replaced. The more time has passed since the creation
of the memory, the more likely it will be forgotten or outdated. To incorporate
such effects, we explicitly model the candidates’ memory by P (c|u), which indi-
cates the probability that candidate u can recall his/her visit represented by
the check-in c. As suggested in the domain of psychology, human memory can
be assumed to decay exponentially [14]. Consequentially, we use an exponential
decay function to represent the retention of individual check-ins, by which we
obtain:

Pt(c|u) =
e−λ(t−tc)

∑
c∈Cu

e−λ(t−tc)
,

where t is the time of query and tc is the time when the user posted the check-in.
Similarly, we define a prior for each candidate as follows

Pt(u) =

∑
c∈Cu

e−λ(t−tc)

∑
c∈C e−λ(t−tc)
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The decay of the weight on check-ins models our belief on how up-to-date the
information is, while the prior reflects the average recency of knowledge borne by
the whole community on the social network. Then, for estimating the candidate’s
expertise, we weight each check-in according to its recency, i.e., we marginalize
the user’s old check-ins.

Pt(l|u) =
∑

c∈Cu

P (l|c)Pt(c|u) =
∑

c∈Cu

1(lc = l)e−λ(t−tc)

e−λ(t−tc)
, (3)

where 1(·) is an indicator function, which equals 1 if and only if the condition
in the parentheses evaluates to true. Given these two estimations, we have

Sr(u, q) = Pt(u|q) =
∑

l∈L

Pt(u|l)P (l|q) rank====
∑

l∈L

Pt(l|u)Pt(u)P (l|q)

rank====
∑

l∈Lq

∑

c∈Cu,lc=l

e−λ(t−tc).

As can be seen, Sr down-weights older check-ins’ contribution to a candidate’s
expertise due to the fact that they may be vaguely memorized and become
unreliable. The decay parameter λ is fixed to 1

150 at a granularity of days and
we leave the fine-tuning of this parameter for future work.

3.4 Combining Recency and Diversity (WTRD)

Diversity and recency of check-ins can both be important factors in estimating a
candidate’s local expertise. Thus, we propose a combination of the two features
introduced in Sects. 3.2 and 3.3. In Eq. 2, the conditional probability can be
transformed into

P (q|u) =
∑

c∈Cu

P (l|c, u)P (c|u) =
∑

c∈Cu

P (l|c)P (c|u) =
∑

c∈Cu

1(lc = l)P (c|u)

in which we assume that candidate and location are conditionally independent
given a check-in (i.e., from the first equation to the second equation). Then, we
estimate the conditional probability P (c|u) with Eq. 3.

P (c|u) =
e−λ(t−tc)

∑
c∈Cu

e−λ(t−tc)

Thus, we have

P (q|u) =
∏

l∈Lq

∑

c∈Cu

1(lc = l)e−λ(t−tc)

∑
c∈Cu

e−λ(t−tc)

Similar to the prior probability used in the diversity method,

P (u) =
(
∑

c∈Cu
e(−λ(t−tc)))|Lq|

(
∑

c∈C e−λ(t−tu))|Lq|
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By replacing the counterparts with these into Eq. 2 and applying the logarithm
on both sides of the equation, we obtain

Sd(u, q) = log
(
∑

c∈Cu
e−λ(t−tc))|Lq|

(
∑

c∈C e−λ(t−tu))|Lq|
∏

l∈Lq

∑
c∈Cu

1(lu = l)e−λ(t−tc)

∑
c∈Cu

e−λ(t−tc)

= log
1

(
∑

c∈C e−λ(t−tc))|Lq| +
∑

l∈Lq

log
∑

c∈Cu

1(l = lc)e−λ(t−tc)

rank====
∑

l∈Lq

log
∑

c∈Cu

1(l = lc)e−λ(t−tc)

The decay parameter λ is set to the same value as that in the WTR method.

3.5 Iterative Inference Model (HITS)

Bao et al. [2] propose a model for estimating local expertise based on the
Hyperlink-Induced Topic Search (HITS) algorithm, an approach originally
designed for link analysis of Web pages [10]. The model defines two proper-
ties for users and locations respectively, i.e., hub scores for users and authority
scores for locations. The hub score indicates how well a user can serve as an
information source about a place and the authority score presents how popular
a place is. We implement a normalized version of the algorithm and focus on
hub scores for users (candidates) which are used as estimates of local expertise
and are calculated as Sh(u, l) = h

(n+1)
u,l , where

h (n+1) =
MTM · h (n)

‖ MTM · h (n) ‖ .

3.6 Candidate Profiling

As a mainstream location-based social network, Foursquare attempts to increase
user engagement by encouraging users, through gamification elements, to check
in at a location far more times than they actually need to (i.e., the user never
left the location but checked in again in order to collect rewards). To mitigate
the effect of this twisted relation between check-ins and actual visits, we define a
different type of candidate profile, i.e., the Active-Day Profile (referred to as +A
while +C is used to refer to original check-in profiles). It is a subset of a user’s
check-ins which is defined as: {c|c ∈ Cu, � ∃c′ ∈ Cu : lc = lc′ , tc < tc′ < �tc�D}
where �·�D is a ceiling function towards midnights. Informally, the Active-Day
profile contains only the last check-in at each place within each day, reducing
the influence of multiple check-ins at the same place to at most one per day.

4 Evaluation

To evaluate the various discussed methods and profile types, we implement a
configurable local expert retrieval system. The system accepts a topic which is
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composed of a scope of city and a (type of) location(s) and returns a list of
related candidate experts. The dataset used in this study is an extended version
of the collection of POI-tagged tweets proposed by Li et al. [12]. It comprises
1.3M check-ins from 8 K distinct users from New York, Chicago, Los Angeles,
and San Francisco. The data collection process was set up such that each user’s
full check-in profile would be included. To filter out accounts that are solely
used for branding and advertisement purposes (e.g., by companies) we remove all
users having a “speed” between consecutive check-ins higher than 700 kph (which
corresponds approximately to the speed of a passenger aircraft). Similarly, users
showing less than 5 geo-tagged tweets were excluded as well. As a consequence
of this thresholding approach, Fig. 1, shows that the check-in distribution over
users does not follow a complete power law which was observed in the previous
dataset.

Fig. 1. Distribution of check-in frequencies across users.

To prepare a set of topics for evaluation, we rely on stratified sampling to
identify a seed set of location categories and POIs, based on their popular-
ity among the users. Two strata are composed respectively for popular POIs
(top 10 %) and less popular POIs (remaining 90 %). Locations are selected ran-
domly using a uniform distribution per stratum, and the number of samples is
in accordance with the size of stratum. As for category topics, we include all
9 top categories from Foursquare’s category hierarchy (e.g., Food) and apply
10 %:90 % stratified sampling to the categories at the lower levels (e.g., Chi-
nese Food, Mexican Food). This results in a seed set totalling 275 topics for all
4 cities. To reduce the work load for human annotators, we eliminate entities
which have less than 5 visitors and whose names are obscure (Building, Home
– Private, Field, Professional & Other, Residence). As a result, we obtain 95
topics from 4 cities in total, among which there are 71 category topics and 24
POI topics. The top 5 returned candidates from each method are then pooled
and annotated. This process resulted in a pool of 1588 distinct topic-candidate
pairs across all methods. With the annotated topic-candidate pairs, we measure
the performance of the proposed methods in terms of P@1, P@5 and MAP. A
random selection approach and our implementation of [2]’s method are included
as baselines.
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4.1 Annotation

Topic-candidate pairs are annotated by human judges that assess each candi-
date’s level of expertise about the given topics. To facilitate this process, an
interactive annotation interface for displaying the candidate’s historical check-
ins has been designed and can be accessed at https://geo-expertise.appspot.com.
For each topic-candidate pair, an annotator is asked to assign a value from 1 to 5
indicating their assessment of the candidate’s knowledge about the topic, where
“5” means the candidate knows the topic very well and “1” indicates the can-
didate knows barely anything about the topic. For greater reliability, we recruit
assessors from different channels. (1) The first run has been carried out on the
crowdsourcing platform CrowdFlower where each participant is paid 0.5 USD
per task (each containing 10 topic-candidate pairs to annotate). Additionally,
we invited students and staff from Delft University of Technology to contribute
their assessments. Via Cohen’s Kappa [8], we found that annotators are inclined
to agree (κ > 0.4) whenever they have strong opinions on whether a candidate
is a local expert on a give topic.

4.2 Quantitative Evaluation

We carry out separate evaluations on two runs of annotation, i.e., one from
the recruited annotators on CrowdFlower and one from the university staff and
students. Annotations are converted into binary labels, in which topic-candidate
pairs assigned with scores 4 or 5 are considered relevant (local experts) and those
with scores 3 or below are considered as irrelevant (non-experts). Based on the
binary relevance annotation, trec eval (http://trec.nist.gov/trec eval/) is used
for measuring the performance of the proposed methods. We test the statisti-
cal significance of differences between the performance scores using a Wilcoxon
Signed Rank Test (α < 0.05).

According to the crowdsourced annotation shown in Table 1, the WTD
method with Active-Day profiles performs the best under P@1 and P@5, while
WTA with check-in profiles performs the best under MAP. All proposed meth-
ods with both types of profiles significantly outperform the random baseline. The
HITS baseline performs significantly better than the random selection approach
but is outperformed by the proposed movement profile methods even though
this difference was not found to be significant.

The two types of profiles (+A and +C) were designed for comparing the
potential influence of check-in gamification by Foursquare that might encourage
users to check in as often as possible. In our evaluation, however, we do not
observe a clear preference for either of the two profile types. This may suggest
that the two types of profiles do not diverge much and check-in gamification
does not have an observable influence on assessing candidates’ local expertise.

Turning towards university annotations, we note that the annotators’ rel-
evance assessment is also in favour of configurations with WTD for P@1 and
P@5 and WTA for MAP, although no significant differences between these two
methods are observed. The proposed methods and the HITS method are all

https://geo-expertise.appspot.com
http://trec.nist.gov/trec_eval/
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significantly better than the random baseline on this set of annotations. Differ-
ent from the crowdsourced annotation, here, we observe a significant preference
of all the proposed methods (WTD, WTA, or WTRD) over HITS. At the same
time, we have not observed any significant differences between the three methods
WTD, WTA and WTRD configured with either profile types.

Table 1. Local expert retrieval results.

Crowdsourced annotation University annotation

Method Profile MAP P@1 P@5 MAP P@1 P@5

WTA +A 0.2750 0.4211 0.3979 0.3218 0.5579 0.4463

+C 0.2771 0.4316 0.3895 0.3147 0.5579 0.4337

WTD +A 0.2340 0.4789 0.4197 0.2878 0.5775 0.4817

+C 0.2280 0.4507 0.4169 0.2908 0.5915 0.4845

WTR +A 0.2442 0.3789 0.3747 0.2814 0.5263 0.4042

+C 0.2508 0.4211 0.3768 0.2824 0.5368 0.4063

WTRD +A 0.2434 0.4316 0.3684 0.2862 0.5368 0.4042

+C 0.2491 0.4421 0.3726 0.2919 0.5368 0.4168

HITS +A 0.2327 0.4507 0.4113 0.2041 0.5211 0.3859

+C 0.2363 0.4366 0.4028 0.2045 0.5493 0.3831

Rand – 0.1343 0.2316 0.2063 0.1041 0.1579 0.1600

5 Conclusion

In this paper, we presented a range of probabilistic-model-based approaches
to the task of local expert retrieval. Based on the existing theoretical work in
expertise retrieval, we designed three models to capture the candidate’s check-in
profiles. We further designed a method for distilling users’ check-in profile to test
whether the gamification of online location-based social networks would affect
the accuracy of geo-expertise estimation. To evaluate the proposed methods, we
collected a large volume of check-ins via Twitter’s and Foursquare’s public APIs,
for which we finally collected judgements from both online recruited annotators
and university annotators. Our evaluation shows that the proposed methods do
capture local expertise better than both random as well as refined baselines.
During our experiments, we did not observe a significant difference between
Active-Day profiles and the raw check-in profiles in the evaluation.

In the future, we propose to carry out this evaluation task in-vivo by building
a dedicated local expert retrieval system. Such a system can access the Twit-
ter/Foursquare APIs for users who authorize the application to analyse their
check-in profiles as well as their friends’ geo-tagged media streams to find the
friend that is assumed to know most about the user’s desired location. In conse-
quence, it can be assumed to produce much more reliable expertise annotations
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since it would allow us to observe which recommendations are being followed-up
on in practice, without the need of external assessment by judges. Additionally,
it would be interesting to investigate the social ties between potential answerers
and local expertise seekers, to ensure engagement of both parties and allow for
greater personalization of answers.
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